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Abstract: Biological information resources have been growing rapidly with the development 
of biological science and technology, and the development of computer technology and the 
Internet has made large scale data storage, processing and transmission possible. Machine 
learning is often used to learn from experience and get useful information. Protein 
prediction is a main part of biological information, and many prediction methods have been 
proposed. However, improving the prediction success rate is always a research goal. In this 
paper, machine learning techniques are used in bioinformatics for protein prediction, and 
the support vector machine algorithm is used to develop a new prediction algorithm. This 
method is combinatorial. Two data sets are used to verify the success rate of the modified 
algorithm, and the results show that the algorithm has a higher success rate. The modified 
algorithm can be effectively used in protein prediction. 
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Introduction 
The high popularity of machine learning techniques in bioinformatics is due to their being 
task-oriented. People can understand their theoretical foundation and the formation of reliable 
rules. People can describe the pair of input/output in detail, but cannot know the relationship 
between them, such as the protein folding mechanism [7, 13]. However, machine learning 
[12, 17] can give approximate solutions for a specific problem by automatic adjustment of the 
internal structure. 
 
The amount of information is expanding fast, and the number of DNA bases in the nucleic 
acid sequence database Genbank is growing exponentially. Besides, data in protein sequence 
databases are rapidly increasing as well. Therefore, the development of new bioinformatics 
tools [4, 8, 10, 16] to mine the useful knowledge and information in the data source is 
becoming more and more important. 
 
Protein type prediction [2, 11, 19] is a kind of important basic research, and many prediction 
methods have been proposed. The protein type has a significant relationship with the amino 
acid component [18]. In essence, protein types are determined by their amino acid sequences, 
and the prediction effect just by the component content of the amino acids is limited. With the 
development of proteomics, a number of different types of protein will be identified and 
added to the database, and the enhancement of the training set can easily be found. 
 
The support vector machine (SVM) algorithm [23-25] is a hot point research in machine 
learning and is widely used in many fields in bioinformatics. 
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Aiming at these problems, this paper puts forward a kind of protein classification algorithm 
based on the discriminant model. The algorithm is the optimization of the SVM itself, and this 
method can be applied to other classification algorithms based on protein identification 
models to achieve higher classification accuracy. The main contribution of this paper is the 
establishment of a modified prediction method for protein classification, and the remainder of 
the paper is organized as follows: Methods for protein classification are introduced in  
Section 2. A SVM model is summarized in Section 3. Results and analysis are described in 
Section 4. The conclusion is presented in Section 5. 
 
Methods for protein classification 
There are mainly three kinds of protein classification methods: 
 
A) Double sequence alignment algorithm. It is the most basic algorithm for remote homology 
detection. It determines the correlation between any two sequences by comparing their 
difference. The homology is judged by the correlation. The typical global sequence alignment 
algorithm is the Needleman Wunsch algorithm, while the typical local sequence alignment 
algorithms are the Smith Waterman algorithm and the heuristic local sequence alignment 
algorithm. Some methods increase the comparison speed at the expense of some sensitivity to 
obtain a wide range of applications. 
 
B) Statistical model based method. This kind of algorithm can be used to establish the 
statistical model for the protein families according to a multiple sequence alignment to 
estimate the probability. Then, an unlabeled protein sequence is compared with the statistical 
models. This method can predict the relative homology three times more effectively than the 
pairwise sequence alignment algorithm. The PSI-BLAST algorithm [3, 14, 20] develops a 
profile based method. It uses a site specific alignment to establish a multiple sequences 
alignment from large databases and to establish a dedicated search matrix for each alignment. 
This can reflect the probability of occurrence of amino acid replacement at different positions 
more accurately and improve the performance of the model.  
 
C) The discriminant model based classifier. In the algorithm, the protein sequence is mapped 
into a high dimension space vector with a fixed length, and vectorized training samples are 
used to establish the training model with a SVM [1]. After the determination of the maximum 
hyper plane, the unlabeled samples are placed into the vector space classification. Compared 
to the previous method, the discriminant model based classifier provides higher accuracy of 
classification due to the decision making with positive and negative samples information.  
At present, a large number of studies focus on the kernel function of the sequence provided 
for SVM training. The SVM-pairwise algorithm [25] uses an empirical kernel and a double 
sequence alignment algorithm to transform the sequence into comparison value. 
 
The SVM-Fisher algorithm [9] uses Fisher kernel and a profile hidden Markov model to 
express the sequence into Fisher scores. The Mismatch algorithm with String Kernel has 
higher computational efficiency [15, 21]. Profile SVM [9, 22], which is based on the 
Mismatch generated by the PSI-BLAST sequence to express the sequence, is the SVM based 
classifier with the best performance. But the entire protein classification algorithm based on 
SVM faces the problem of far fewer positive training samples than negative class samples. 
This means that there is a training imbalance and it will affect the ability of the discriminant 
model to further improve the classification performance of the classifier. 
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Support vector machine model 
The most accurate protein homology detection method is based on the discriminant model. 
These methods are derived from a simple idea: the protein sequence is mapped into a high 
dimension space vector with a fixed length. For each protein structure class, positive and 
negative samples are used to establish the SVM model, where positive samples mean protein 
sequences belonging to the structure of class and negative samples mean protein sequence not 
belonging to the class. 
 
The SVM only performs a simple task: judging the positive and the negative on a vector of a 
fixed length with a maximum margin hyper plane. Then, the protein sequence vector will be 
placed into the trained support vector machine, and we can draw the determination of whether 
it belongs to the structure of the class. Based on the SVM method and due to the modeling 
process for decision making with both positive and negative samples information, the 
prediction performance is better than other methods. The current study uses mainly a certain 
method to define the kernel function of the SVM to complete the vectorization of protein 
sequences. The protein sequences with indefinite length will be transformed into a high 
dimensional space vector and placed into the SVM to train and discriminate. 
 
Modified SVM model 
Linear separable SVM has to obtain the best generalization performance by maximizing the 
classification margin on the condition of correctly classified training samples. Usually, it is 
unable to reach the ideal state normally. In order to allow the SVM to construct the linear 
decision boundary at a linear inseparable case, it should be eclectic between a number of 
errors allowed in the linear decision boundary and the width of the interval. A positive 
relaxation factor should be introduced in the optimization problem with constraints. Then, the 
optimization problem can be described as: 
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Because of the large number of parameters involved asω , b  and iξ , the solution of the 
optimization problem is a thorny issue. Lagrange method can be used to convert the optimal 
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where iλ  is the Lagrange multiplier. According to Karush-Kuhn-Tucher (KKT) conditions, 
many training samples which are not in the classification of face must meet the condition of 

0=iλ , and training samples on the surface and with the condition of 0>iλ  are called a 
support vector. If Ci << λ0 , the corresponding SVM is called a non boundary support vector, 
and if 0=iλ , the corresponding SVM is called a boundary support vector. In fact, the latter 
consists of the misclassified training sample points.  
 
The optimization method is used to get the value of iλ  and further calculate the parameter b. 
Then, we can classify the testing samples with the classification function listed as follows: 
 

))(sgn()( bzxf +Φ⋅= ω   (3) 
 
In order to avoid the curse of the dimensionality problem and according to the Mercer theory, 
the kernel function )()(),( zxzxK ii Φ⋅Φ=  is adopted to replace the vector dot product in the 
computation. At present, a lot of research through the design of different kernel functions for 
protein classification has gained great achievements. With different strategies and 
optimization of parameters of the support vector machine, the performance of the discriminant 
model based algorithm for protein classification is further improved. 
 
The input sample data set of the SVM is n, and then the training sample will be: 
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For the linearly separable training samples, SVM could find the hyperplane with the 
maximum Euclidean distance and the nearest training sample. This distance is called 
classification space D, as shown in Fig. 1.  
 

 
Fig. 1 Schematic drawing of the classification of two classes in 2D space [6] 

 
For the non-separable training samples, the total error rate can be expressed with slack 
variables Ni. Computing the hyperplane can be equal to the solution of the basic optimization 
problems as in the following equation: 
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The restricted conditions of the formula described above have the requirements for a slack 
variable Ni to keep all the training samples correctly classified. If the sample falls on the 
wrong side of the hyper plane, the corresponding iξ  will increase greatly or equal to 1. 

Therefore, 
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role of a control punishment degree of the misclassified samples. By using the Lagrange 
multiplier method, 
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cross the edge. In the case of 0ia > , ix  is called a support vector. The decision function will 
be: 
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The input vector is mapped into a high dimensional feature space by a kernel function, and 
two typical kernel functions are listed as follows: 
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Eq. (8) is called the polynomial kernel function with dimension of d. When d = 1, Eq. (8) is 
converted into a linear kernel function. Eq. (9) is called the radial basis kernel function, where 
r is the initialization parameter of the kernel function. The decision function is obtained as: 
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By choosing a kernel function and an adjusted parameter C, the corresponding SVM model 
will be obtained. 
 
Parameter optimization 
In the standard linear inseparable SVM, for the boundary support vector, we have: 
 

Ci =λ   (11) 
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If we set bN +  to be the support vector number of the positive kind boundary and N+  to be the 
number of the positive samples, we can get: 
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With the comparison of the classification error rate of the positive and negative classes and 
the same penalty parameter C , the classification rate of the samples with a larger number is 
low, while it is high with a small samples number. It means that in the standard linear SVM, 
classes with more samples have a greater weight. In protein classification, the number of the 
negative class samples is bigger than that of the positive class samples. However, positive 
class samples are more significant than negative samples. To solve this problem in the 
standard SVM, different penalty parameters are needed for positive samples and negative 
samples to make positive and negative classes get the same weight in order to balance the 
SVM classification. 
 

Setting a penalty parameter NC C
N N

+
+

+ −

=
+

 for the positive kind and a penalty parameter 

NC C
N N

+
−

+ −

=
+

for the negative kind, both classification error rates of the positive and 

negative kinds will have the same upper bound. This will improve the positive attention 
degree when the number of samples is smaller, and improve classification performance when 
there is a serious imbalance between the number of positive samples and the number of 
negative ones. With the new penalty parameter, the original optimization problem can be 
described as: 
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The SVM is trained with optimized parameters to get the optimal classification plane, and 
then protein sequences can be classified. 
 
Classification performance test 
The classification results are assessed with two kinds of objective and strict testing methods: 
one is the K cross method, and the other one is the independent testing method. The following 
four parameters are adopted to evaluate the effectiveness of the classification method: total 
classification accuracy (Q), True Positive Rate (TPR), False Positive Rate (FPR) and 
Matthews Correlation Coefficient (MCC) respectively. The definitions are as follows: 
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where TP is the number of the correctly classified positive samples, TN is the number of the 
correctly classified negative samples, FP is the number of the incorrectly classified positive 
samples, and FN is the number of the incorrectly classified negative samples. 
 
Result and analysis 
Data set I 
This data set includes 914 homodimers, and 725 cognate multimers [5]. From Fig. 2 we can 
see that the modified prediction accuracy is higher than PseAA.  
 

 
Fig. 2 Independent dataset test  
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During a Jackknife test, the overall prediction accuracy of the modified SVM is about 10% 
higher than that of PseAA (Fig. 3). In the independent dataset test, the overall prediction 
accuracy of the modified SVM is about 16% higher than that of PseAA. The correctness rate 
of classification experiments is shown in Fig. 4. 
 

 
Fig. 3 Jackknife test 

 

 
Fig. 4 Correctness rate of classification experiments 

 
Table 1 shows the results comparison. The classification accuracy of the modified algorithm 
has been improved to a certain extent. Compared with the traditional method, the total 
classification precision has increased slightly. From Table 2 we can see the effectiveness of 
the modified algorithm. The access indicators have increased to some extent. Table 3 shows 
the results of the independent testing test with different methods. The indexes of Q, TPR, FPR, 
and MCC have improved to a different extent. 
 
Data set II 
The data set is acquired from the public protein sequence database SWISS-PROT, as shown 
in Table 4. Table 5 shows the higher overall success rate of the modified SVM. From Table 6, 
we can conclude that the prediction of the modified SVM has a higher success rate. It shows 
that the modified SVM provides obviously superior protein prediction. 
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Table 1. Results comparison featuring extraction methods 
Traditional method Modified SVM  Amino acid Dipeptide Amino acid Dipeptide 

(C, g) (4,2) (8,0.0625) (4,3) (3,0.02378) 
Q 78.10 82.06 82.21 85.26 

TPR 77.45 80.51 80.13 83.78 
FPR 20.86 15.41 18.92 17.92 
MCC 55.39 63.63 64.17 69.34 

 
Table 2. Results comparison of methods with different parameters 

 3 physicochemical 
parameters 

4 physicochemical 
parameters 

9 physicochemical 
parameters 

(C, g) (8,0.5) (8,0.5) (8,0.0625) 
TP 800 816 836 
FN 114 98 89 
TN 523 513 542 
FP 202 212 215 
Q 80.72 81.09 82.3 

TPR 79.84 79.38 83.14 
FPR 17.90 16.04 18.05 
MCC 60.79 61.67 67.74 

 
Table 3. Results of the independent testing test with different methods 
 Pseudo amino acid  

composition 
Linear combinatorial 

 forecast 
Modified SVM 

(C, g) (8,2) (2,0.0313) (6,0.0625) 
TP 160 165 174 
FN 16 9 8 
TN 122 123 121 
FP 23 22 26 
Q 88.11 90.55 90.26 

TPR 91.26 95.08 96.51 
FPR 15.86 15.17 15.53 
MCC 75.85 80.93 80.55 

 
Table 4. Training and test data set 

Sample  
Training set Test set 

Type I 435 478 
Type II 152 180 
Multipass 1311 1867 
Lipid chain anchored 51 14 
GPI anchored 110 86 
Total 2059 2625 
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Table 5. Prediction results for different test methods using modified SVM 
Successful prediction rate (%)  

Type I Type II Multipass Lipid chain 
anchored 

GPI 
anchored Total 

Self-consistency 81.5 70.2 95.3 55.1 67.4 88.3 
Independent dataset 79.2 67.6 93.2 35.4 59.3 87.1 

Jackknife 67.9 66.6 95.1 15.2 63.3 83.4 
 
Table 6. The prediction results for the five types of membrane proteins by different algorithms 

and test methods based on amino acid compositions 
Successful prediction rate (%)  

Self-consistency Independent dataset Jackknife
The minimum Hamming distance 62.8 66.7 62.1 
The minimum Euclidean distance 63.5 69.2 62.8 
ProtLock 66.6 63.8 65.5 
Covariance discriminant 81.1 79.4 76.4 
Modified SVM 88.4 87.8 83.5 
  
Conclusion 
Biological information resources have been growing rapidly with the development of 
biological science and technology, and the development of computer technology and Internet 
has made large scale data storage, processing and transmission possible. Machine learning is 
often used to learn from experience and get useful information. It can be applied to biological 
information to get fruitful results. 
 
In this paper, machine learning techniques are used in bioinformatics to achieve better protein 
prediction. Protein type prediction is a kind of important basic research. The SVM algorithm 
is used in the research to develop a new prediction algorithm. This method is combinatorial, 
and it is applied in protein prediction. We use two data sets to verify the efficiency of the 
modified algorithm, and the results show that the algorithm has a higher efficiency.  
The modified algorithm can be effectively used in protein prediction.  
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