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Abstract: With the deep research of genomics and proteomics, the number of new protein 

sequences has expanded rapidly. With the obvious shortcomings of high cost and low 

efficiency of the traditional experimental method, the calculation method for protein 

localization prediction has attracted a lot of attention due to its convenience and low cost.  

In the machine learning techniques, neural network and support vector machine (SVM) are 

often used as learning tools. Due to its complete theoretical framework, SVM has been 

widely applied. In this paper, we make an improvement on the existing machine learning 

algorithm of the support vector machine algorithm, and a new improved algorithm has been 

developed, combined with Bayesian algorithms. The proposed algorithm can improve 

calculation efficiency, and defects of the original algorithm are eliminated. According to the 

verification, the method has proved to be valid. At the same time, it can reduce calculation 

time and improve prediction efficiency.  

 

Keywords: Modified method, Support vector machine, Bayesian method, Biological 

information. 

 

Introduction 
With the deep research of genomics and proteomics [4, 12], the number of new protein 

sequences [24, 26] has expanded rapidly. With the obvious shortcomings of high cost and low 

efficiency of the traditional experimental method, the calculation method for protein 

localization prediction [1, 7, 16] has attracted more and more attention due to its convenience 

and low cost. It has become an important topic in bioinformatics. 

 

Many scholars are devoted to the study of protein structure prediction [2, 15, 21]. Because of 

the great difficulty in the direct prediction of the three stage structures of protein, many 

methods begin the prediction work at two level structures [11], and the results of the 

prediction are used to predict the three level structure. Prediction of the protein structure also 

provides a powerful means for understanding the relation between the protein structure and its 

function. How to accurately and rapidly predict the protein structure is an unsolved problem.  

 

With the machine learning techniques [13, 18] of predicting protein structure, the neural 

network [25] and the support vector machine (SVM) [6, 14, 20-23] are often used as learning 

tools. In the use of neural network for structure prediction, the PHD method uses three-layer 

feed forward neural network, and evolutionary information is included through a multiple 

sequence alignment. Besides PHD, there are also many other methods of using a neural 
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network system. For example, the high structure of a neural network which is composed of 

many small neural networks is used to predict the structure of the protein. With this method, 

the problem of excessive learning can be avoided. Moreover, the use of a neural network will 

combine each single series neural network and the multiple sequence alignment information 

will be included. 

 

Since the classical SVM, proposed at the beginning of the 1990s, many good results in the 

practical application have been obtained due to its complete theoretical framework. In the 

field of machine learning, it has received wide attention and both the theory and the 

application have been developed. The method of the support vector machine is a novel 

classification technique. Application of the support vector machine has been successfully 

applied to various fields, such as protein far source detection in bioinformatics, micro array 

gene expression analysis, identification of the starting point of the transformation, protein 

structure prediction, intersection prediction between proteins and identification of the amino 

acid between the shrinkage, etc. 

 

By using the support vector machine to predict the protein structure, some great results have 

been achieved [3, 6, 8, 10, 17]. Based on the solid theoretical foundation and better 

characteristics, the support vector machine is adopted in the prediction of the protein structure 

combined with Bayesian decision method [9, 19]. Based on the support vector machine 

algorithm, the Bayesian method is used to improve the prediction accuracy. The main 

contribution is the establishment of a modified method combining the support vector machine 

and the Bayesian method, and the remainder of the paper includes the following:  

A description of the support vector machine is introduced in Section 2. The modified support 

vector machine algorithm is summarized in Section 3. The results and analysis are shown in 

Section 4 and the conclusion is presented in Section 5. 

 

Description of the support vector machine 
A sketch map of the SVM is shown in Fig. 1. There are various kinds of SVM in different 

occasions:  

(1) Fuzzy SVM; 

(2) Least squares SVM; 

(3) Weighted SVM;  

(4) Active learning SVM;  

(5) The combination of rough sets and SVM; 

(6) Decision tree based SVM;  

(7) Hierarchical clustering SVM. 

 

The main class steps of the SVM are listed as follows: 

(1) A known training set  

1{( , ), ..., ( , )} { }l

i i iT x y x y X Y    (1) 
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and we can get the optimal solution * * * T

1( , ..., )l    
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Fig. 1 Support vector machines 

 

The main class processes of the SVM are listed as follows (Fig. 2): 

 

Original data

Inner product space

Input space Nonlinear classification

Linear classification
 

Fig. 2 The processing of SVM class process 

 

(4) Constructing the classification hyper plane *(( ) ) 0x b    , and then the decision 

function of * *

1

( ) sgn ( )
l

i i i

i

f x y x x b


 
   

 
 . 

 

For nonlinear problems, we can transform the nonlinear function 1: ( , ..., )nX x x x  into a linear 

problem of 1 1: ( ), ..., ( )F x x   in a high dimensional space, and then calculate the optimal 

classification face according to the transformation of space. According to the relevant 

functional theories, if a kernel function ),( ji xxK  meets the demand of the Mercer condition, 

it corresponds to the inner product in a transformation space. Therefore, the appropriate inner 

product function ),( ji xxK  can realize linear classification for nonlinear transformation. 

Computational complexity is not increased, and the corresponding classification function also 

becomes: 

* *
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In the prediction of protein two level structures, the training set should be first selected, and 

the feature sequence values for each sample point will be obtained by using the sliding 

window method with a length of 5-17. Middle amino acid residues which are corresponding 

to the two level structures are the category value of the sample. Then, according to the above 

method, the discriminant functions are obtained. Taking the prediction sample into a 

discriminant function, the two level structure types of the protein can be determined. 

 

Combined SVM 
Linear separable SVM is to obtain the best generalization performance by maximizing the 

classification margin, and in common conditions, it usually cannot get the ideal state. Taking 

the positive relaxation factor into the optimization problem, we can describe the optimization 

problem as follows: 
2

1

min
2

n

i

i

C
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 1, ...,i n  
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Due to various parameters as  , b  and i , it is difficult to get the solution of the 

optimization problem. Converting the optimal hyper plane according to the Lagrange method, 

we can get the following description: 
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where i  is the Lagrange multiplier. According to KKT conditions, training samples which 

are not included in the classification of face should meet the demands of 0i ; then, training 

samples on the surface with the condition of 0i  are called the support vectors. With the 

condition of Ci  0  and 0i , the support vector machine is called non boundary 

support vector and boundary support vector, respectively.  

 

The aim of the optimization method is to calculate the i  and then calculate the b . Here, we 

can classify the testing samples with the equation of ))(sgn()( bzxf   . 

 

If we avoid the dimensionality problem, the kernel function )()(),( zxzxK ii   is adopted 

in the computation, according to the Mercer theory. With different strategies and parameters 

optimization of the support vector machine, the performance of the discriminant model based 

algorithm for protein classification is further improved. 

 

The input sample data set of the SVM is n, and then the training sample will be: 

)),(),...,,(),,(( 2211 nnn yxyxyxs  ,  1, 1iy    (6) 

 

For linearly separable training samples, SVM could find the hyper plane with the maximum 

Euclidean distance and the nearest training sample. And for the non-separable training 
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samples, the total error rate can be expressed with slack variables iN . The calculation of the 

hyper plane is equal to the solution of the basic optimization problems as follows: 

T

1

1
min ( , , )

2

n

i

i

V b c    


     (7) 

subject to T

1 : [ ] 1n

i i i iy x b      

 0:1   i

n

i   

 

The restricted conditions of the formula described above will provide the correct classification 

of the training samples. If the sample is located on the wrong side of the hyper plane, the 

corresponding i  will increase at a fast speed or equal 1. Therefore, 


n

i

i

1

  is the upper bound 

of the entire training error rate. The constant C is the punishment degree of the misclassified 

samples. By using the Lagrange multiplier method, 





n

i

iii xya
1

0  (8) 

if the limit of 0b  is set, it will make the hyper plane cross the edge. In the case of 0ia ,  

ix  is called a support vector.  

 

Consider two typical kernel functions as follows: 
T( , ) ( 1)d

i j i iK x x x x  and )exp(),(
2

jiji xxrxxK   (9) 

 

Then, the decision function is obtained as 







 



n

i

iii bxxKyaxf
1

),(sgn)( . 

 

After the prediction of the SVM, the Bayesian method is used to classify the protein structure. 

 

Here the Bias method is considered as a two-class classification problem, the feature vector 

element is of two values and they are independent. Set 1( , ..., )dX x x , and each feature 

vector will give an answer of yes or no for the mode, where ix is the predicted results by the 

support vector machine.  

)1Pr( 1 ii xP  and )1Pr( 21  ixq  (10) 

 

By assuming conditional independence, the probability of the element X  can be written as 

)( iXP  . With this hypothesis, the class conditional probability can be expressed as follows: 
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Then, the Likelihood ratio is: 
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With the discriminant function 
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We can get the conclusion of the linear relation between the function and ix . Then it can be 

expressed as: 
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If 0)( xG , it is judged as 1.  If ( ) 0,G x   it is judged as 2.  )(xG  is a weighted 

combination of each element of .X  

 

Results and analysis 
In order to verify the validity of the modified algorithm, two data sets have been selected for 

the prediction. In the simulation, the prediction precision and the prediction efficiency of the 

modified method have been taken to compare it with other methods. Besides, prediction 

precision for various dimer categories has also been given. 

 

Data set I 
With the characteristics of the combined algorithm proposed in the paper, a data set has been 

thoroughly selected. The data set is from reference [5], and it includes 914 homodimers, and 

725 other multimers in the tertiary structure of a protein sequence. In order to exclude the 

membrane protein and other specific protein, the data set is restricted to prokaryotes and 

cytoplasm, which can be chosen from the SWISS-PROT. 

 

From Fig. 3 we can see that the combined prediction success rate is much higher than that by 

PseAA. During the Jackknife test, the overall prediction success rate of the combined SVM is 

about 11% higher than the results calculated by PseAA. In the independent dataset test  

(Fig. 4), the overall prediction success rate of the combined SVM is about 17% higher than 

the results calculated by PseAA. 
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Fig. 3 Jackknife test 

 

Fig. 4 Independent dataset test  

 

Table 1 shows the comparison of the results with different feature extraction methods.  

The classification precision of the combined method has been improved to a certain extent. 

Compared with the traditional method, the total classification precision has increased to a 

certain extent. Correctness rate of classification experiments with the combined method is 

presented in Fig. 5. 

 

Table 1. Comparison of the results using different feature extraction methods 

 Traditional method Combined SVM 

Amino acid Dipeptide Amino acid Dipeptide 

(C, g) (4, 2) (8, 0.0625) (5, 3) (3, 0.02125) 

Q 78.10 82.06 83.19 85.77 

TPR 77.45 80.51 80.52 84.04 

FPR 20.86 15.41 19.04 18.08 

MCC 55.39 63.63 65.02 69.27 
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Fig. 5 Correctness rate of classification experiments with the combined method 

 

From Table 2 we can see the validity of the combined method. The access indicators have 

increased slightly. 

 

Table 3 shows the results of the independent testing test with different algorithms. All the 

indexes have improved slightly and the efficiency has been improved. 

 

Table 2. Comparison of the results using methods with different parameters 

 3 physicochemical 

parameters 

4 physicochemical 

parameters 

5 physicochemical 

parameters 

12 physicochemical 

parameters 

(C, g) (8, 0.5) (8, 0.5) (8, 0.5) (8, 0.0625) 

TP 800 816 827 841 

FN 114 98 87 92 

TN 523 513 501 547 

FP 202 212 224 221 

Q 80.72 81.09 81.03 82.19 

TPR 79.84 79.38 78.69 84.47 

FPR 17.90 16.04 14.80 19.28 

MCC 60.79 61.67 61.70 68.57 

 

Table 3. Results of the independent testing test with different methods 

 Pseudo amino acid 

composition 

Dipeptide 

composition 

Linear combinatorial 

forecast 

Combined 

SVM 

(C, g) (8, 2) (2, 0.02985) (2, 0.0313) (6, 0.0625) 

TP 160 163 165 176 

FN 16 12 9 8 

TN 122 119 123 124 

FP 23 21 22 25 

Q 88.11 89.93 90.55 90.32 

TPR 91.26 92.24 95.08 96.92 

FPR 15.86 15.76 15.17 15.67 

MCC 75.85 78.92 80.93 80.73 
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Data set II 
The data set is acquired from the public protein sequence database SWISS-PROT, as shown 

in Table 4. Table 5 shows the higher overall accuracy of the modified SVM. 

 

Table 4. Training and test data set 

 Sample 

Training set Test set 

Type I 435 492 

Type II 152 181 

Multipass 1311 1832 

Lipid chain anchored 51 22 

GP I anchored 110 92 

Total 2059 2619 

 

Table 5. Prediction results for different test methods using a combined SVM 

 

Successful prediction rate (%) 

Type I Type II Multipass 
Lipid chain 

anchored 
GPI anchored Total 

Self-consistency 82.2 70.4 95.2 55.2 67.7 88.2 

Independent dataset 79.1 67.5 93.8 35.1 59.8 87.4 

Jackknife 68.3 66.9 95.4 15.33 63.8 83.5 

 

From Table 6, we can conclude that the prediction results calculated by the combined SVM 

have a higher accuracy. It shows that the combined SVM has an obvious advantage in the 

protein prediction process. 

 

Table 6. The prediction results for the five types of membrane proteins by different algorithms 

and test methods based on amino acid compositions 

 Successful prediction rate (%) 

Self-consistency 
Independent 

dataset 
Jackknife 

The minimum Hamming distance 62.7 66.9 62.3 

The minimum Euclidean distance 63.6 69.4 62.7 

ProtLock 66.8 63.3 65.1 

Covariance discriminant 82.1 78.9 76.8 

Combined SVM 88.6 88.1 83.7 

 

Conclusion 
With the development of the genomics and proteomics, lots of new protein sequences have 

been studied. Traditional experimental methods have the obvious shortcomings of high cost 

and low efficiency, which is why the calculation method for protein localization prediction 

has attracted a lot of attention. In the machine learning techniques, the neural network and the 

SVM are often used as learning tools. Due to its complete theoretical framework, SVM has 

been widely applied.  

 

In this paper, we make an improvement on the existing machine learning algorithm of the 

SVM algorithm, and a new improved algorithm has been developed, combined with Bayesian 
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algorithms. The improved algorithm can increase calculation efficiency, and the defects of the 

original algorithm are eliminated.  

 

In the paper, the SVM and the Bayesian methods are used in bioinformatics to achieve better 

protein prediction. We use two data sets to verify the prediction success ratio of the combined 

algorithm, and the results show that the algorithm has a higher success ratio.  

 

According to the verification, the methods are proved to be valid. The modified algorithm can 

be used in protein prediction effectively. At the same time, it can reduce the calculation time 

and improve the prediction efficiency.  
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