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Abstract: The purpose of the cluster analysis is to find groups of objects with similar 

characteristics. Different methods are already developed. In the current research work a 

CLIQUE: Clustering in quest algorithm is investigated. The presented method combines 

subspace grid-based and density-based techniques to determine clusters of objects. 

Generalized net of cluster analysis using CLIQUE: Clustering in quest algorithm is 

constructed. The presented Generalized net can be used for description and monitoring the 

parallel processes in the cluster analysis. 
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Introduction 
Cluster analysis finds similarities between data according to the characteristics found in the 

objects and combines similar data into clusters. A cluster is a group of similar objects which 

are different from the objects included in other clusters. Traditional clustering algorithms often 

calculate the similarity of objects in the cluster by distance measure. Depending on the approach 

used to determine the distance between two objects, different cluster analysis algorithms have 

been developed [1, 5, 12-14]. Depending on the techniques for its realization several variations 

of cluster analysis exists: partitioning methods, hierarchical methods, grid-based methods, 

density-based methods, model-based methods and combinations of them. These methods are 

considered to be fundamental when developing more sophisticated or hybrid models.  

 

In the current research work one of the techniques combining subspace grid-based clustering 

and density-based cluster analysis is studied. The main steps in the process of detecting groups 

of objects with similar behavior are: dividing the data space into a finite number of cells, 

forming a grid-based structure, detecting groups of similar objects, and defining the clusters. 

Different approaches to grid-based cluster analysis are studied. More common algorithms are 

STING (Statistical Information Grid) approach, WaveCluster (a Wavelet Based Clustering) 
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approach and CLIQUE: Clustering in Quest [13]. STING (Statistical Information Grid) 

approach explores statistical information stored in grid cells, WaveCluster clusters objects 

using a wavelet transform method and CLIQUE: Clustering in quest method represents a 

combined approach of subspace grid-based and density-based techniques for clustering in a 

high-dimensional data space. A more thorough study on CLIQUE: Clustering in quest is 

conducted in the work [1]. CLIQUE: Clustering in quest method automatically identifies the 

subspaces of the multidimensional data space and allows better clustering than the one in the 

original space [1, 12, 21]. 

 

Generalized net model of the process of clustering in QUEST 
CLIQUE: Clustering in quest is introduced by Agrawal et al. [1] and it can be considered as 

both density-based and grid-based clustering method. CLIQUE: Clustering in quest method 
automatically identifies subspaces of a high dimensional data space that allows better clustering 

than the original space. CLIQUE: Clustering in quest method determines clusters by dividing 

each dimension into Ø equal-width intervals and storing those intervals where the density is 

greater than t as clusters. Ø is a previously defined parameter presenting the size of the intervals. 

Thereafter each dataset of two dimensions is examined: if two intersecting intervals in these 

two dimensions exist and the density in the intersection of these intervals is greater than t, the 

intersection is saved as a cluster. The parameter t is previously defined and determines the 

density of the cluster. The process is repeated for all datasets of all the dimensions. After every 

step adjacent clusters are replaced by a joint cluster. CLIQUE: Clustering in quest method is 

insensitive to the order of records in the input and does not presume some canonical data 

distribution. The selected method scales linearly with the size of input and has good scalability 

as the number of dimensions in the data increases [10]. The weakness of the algorithm is that 

the accuracy of the clustering result may be degraded at the expense of simplicity of the method. 

CLIQUE: Clustering in quest algorithm has the following steps [1, 21]: 

 Identify subspaces that contain clusters: 

o Partition the data space and find the number of points that lie inside each cell of the 

partition. 

o Identify the subspaces that contain clusters using the Apriori principle. 

 Identify clusters: 

o Determine the dense units in all subspaces of interests. 

o Determine connected dense units in all subspaces of interests. 

 Generate minimal description for the clusters: 

o Determine maximal regions that cover a cluster of connected dense units for each 

cluster. 

o Determination of minimal cover for each cluster. 

 

The preprocessing step in the algorithm applying is used for determining to the “dirty” data and 

removing incorrect or null values, performing noise detection, applying data format 

transformation and etc. The received data will be “cleaned” and valuable for the clustering 

analysis. 

 

The process of cluster analysis with CLIQUE: Clustering in quest algorithm is modeled using 

the possibilities of Generalized nets (GNs). The theory of GNs was introduced by Atanassov 

[2, 3]. GNs are defined in a way that is principally different from the ways of defining the other 

types of Petri nets. GNs are used for description and modeling of real processes as well as to 

simulate and control them. They can help us to determine an improvement to the real process. 
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The constructed here generalized net presents the steps of the CLIQUE: Clustering in quest 

cluster analysis process. It is a part of a series of models describing data mining processes  

[4, 6-20]. 

 

The constructed GN model of the process of cluster analysis using CLIQUE: Clustering in quest 

contains 5 transitions and 17 places (Fig. 1). The transitions represent the following processes: 

 Z1 – Multidimensional database; 

 Z2 – Preprocessing step; 

 Z3 – Partition the data space and find the number of points that lie inside each cell of the 

partition; 

 Z4 – Identify the subspaces that contain groups of objects using the Apriori principle 

and identify clusters (determine the dense units in all subspaces of interests and 

connected dense units in all subspaces of interests);  

 Z5 – Generate minimal description for the clusters.  

 

Initially in place L4 there is one α1-token. It will be in its own place during the entire time of 

the GN functioning. It has the following characteristic: “Multidimensional database”.  

 

 
 

Fig. 1 Generalized net of the cluster analysis process using CLIQUE: Clustering in quest 

 

At the start of the GN’s operation there is also one β1-token that is located in place L7 with the 

initial characteristic “Preprocessing methods”. Preprocessing methods includes techniques for 

removing the noise of the data; deletion incorrect or null values; data type transformation.  

The β1-token in place L7 generates new β-tokens at certain points in time which can move to 

place L6 with the characteristics: “Preprocessed multidimensional data”. 

 

α2-token enters the net via place L1. This token has the initial characteristics: “Multidimensional 

data”.  

 

Transition Z1 has the following form: 

 

Z1 = 〈{L1, L4, L13, L14}, {L2, L3, L4}, R1, (L1, L4, L13, L14)〉, 
where 
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and 

 W4,2 = “There are selected multidimensional data for performing dividing procedure”; 

 W4,3 = “There are selected multidimensional data for performing preprocessing step”; 

 W4,4 =  (W4,2W4,3). 

 

The α-tokens, entering place L4 do not obtain new characteristics. The α1-token in place L4 

generates new α-tokens that enter places L2 and L3 with the characteristics: “Selected 

multidimensional data for performing dividing procedure” in place L2 and “Selected 

multidimensional data for performing preprocessing step” in place L3. 

 

β2-token enters the net via places L5. This token has the initial characteristics: “Preprocessing 

methods”.  

 

Transition Z2 has the following form: 

 

Z2 = 〈{L3, L5, L7}, {L6, L7}, R2, (L3, L5, L7)〉, 
where 
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and 

 W7,6 = “There are preprocessed multidimensional data”; 

 W7,7 =  W7,6. 

 

The tokens, entering place L7 do not obtain new characteristics. 

 

β3-token enters the net via place L8. This token has the initial characteristics: “Parameter for 

dividing the cells-Ø”.  

 

Transition Z3 has the following form:  

 

Z3 = 〈{L2, L6, L8, L10}, {L9, L10}, R3, (((L2, L8), L6), L10)〉, 
where 
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 W10,9 = “There is a space divided into cells with calculated number of points (that lies 

inside each cell)”; 

 W10,10 =  W10,9. 

 

The tokens, entering place L10 do not obtain new characteristics. The token in place L10 

generates a new token that enters place L9 with the characteristics: “Space divided into cells”. 

 

β4-token enters the net via place L11. This token has the initial characteristics: “Density 

threshold - t”.  

 

Transition Z4 has the following form:  

 

Z4 = 〈{L9, L11, L15}, {L12, L13, L14, L15}, R4, ((L9, L11), L15)〉, 
where 
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and 

 W15,12 = “There are identified clusters (determine the dense units in all subspaces of 

interests and connected dense units in all subspaces of interests) after applying the 

Apriori principle”; 

 W15,13 = “There are cells which need further processing after applying Apriori property”; 

 W15,14 = “There are cells that are not satisfied the density threshold”; 

 W15,15 =  (W15,12W15,13W15,14). 

 

The tokens, entering place L17 do not obtain new characteristics. The token in place L17 

generates new tokens that enter places L12, L13 and L14 with the characteristics: “Identified 

clusters (determine the dense units in all subspaces of interests and connected dense units in 

all subspaces of interests) after applying the Apriori principle” in place L12, “Cells which need 

further processing after applying Apriori property” in place L13 and “Cells that are not satisfied 

the density threshold” in place L14. 

 

Transition Z5 has the following form: 

 

Z5 =〈{L12, L17}, {L16, L17}, R5, (L12, L17)〉, 
where 
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and 

 W17,16 = “There is a minimal description for the clusters”; 

 W17,17 =  W17,16. 
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The tokens, entering place L17 do not obtain new characteristics. The α-token in place L17 

generates a new token that enters place L16 with the characteristic: “Generated minimal 

description for the clusters”. 

 

Conclusion 
In the current paper, a generalized net of the cluster analysis process by the CLIQUE: Clustering 

in quest algorithm is constructed. CLIQUE: Clustering in quest is a subspace grid-based and 

density-based algorithm for performing cluster analysis in multidimensional space.  

The presented Generalized net can be used for description and monitoring the parallel processes 

in the cluster analysis. 
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