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Abstract: In the presented paper, the functioning of the coyote optimization algorithm (COA) 

is described using the apparatus of generalized nets (GNs). The COA is a population-based 

metaheuristic for optimization inspired by the Canis latrans species. Based on a Universal  

GN-model of population-based metaheuristics, а GN-model of COA is constructed by setting 

different characteristic functions of the GN-tokens. The presented GN-model successfully 

describes the considered metaheuristic algorithm, conducting basic steps and performing an 

optimal search.  

 

Keywords: Coyote optimization algorithm, Generalized net, Metaheuristic, Population-based 

algorithms. 

 

Introduction 
One of the contemporary fields of artificial intelligence is the field of metaheuristic algorithms 

– a scientific method for problem-solving that extends the idea of heuristic algorithms, where 

“meta” denotes “beyond” or “on a higher level” [7]. Metaheuristic algorithms can be divided 

into three main groups [6, 14]: (i) evolutionary algorithms (genetic algorithms, genetic 

programming, differential evolution, evolutionary strategies, evolutionary programming and 

harmony search); (ii) population-based algorithms (artificial bee colony, particle swarm 

optimization, ant colony optimization, antlion optimizer, coyote optimization algorithm, etc.); 

(iii) trajectory-based algorithms (tabu search, simulated annealing, hill climbing). 

 

The coyote optimization algorithm (COA) is a new population-based metaheuristic algorithm 

for optimization inspired by the Canis latrans species that dwells mainly in North America. 

The algorithm [10] considers the social organization of the coyotes and their adaptation to the 

environment. It contributes with a different algorithmic structure from other metaheuristics 

known in the literature. It also provides new mechanisms for balancing exploration and 

exploitation in the optimization process [10].  
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The COA is used to solve various problems such as parameters extraction of three-diode 

photovoltaic models [11], optimization of the location and sizing of solar photovoltaic 

distribution generation units [9], optimal parameters estimation of proton exchange membrane 

fuel cell model [16], determination of proportional integral controller gains for enhancing the 

performance of solar PV water-pumping system [1], etc. The presented results show that the 

COA is an efficient and robust algorithm. 

 

The paper aims to describe the functioning and results of the COA using the apparatus of 

generalized nets (GNs) [2]. A detailed description of any algorithm in terms of GNs can lead to 

a better understanding of the inner workings of the algorithm and consequently to an 

improvement of its performance [3].  

 

GNs have been proven to be a suitable and efficient tool for modeling various systems [8, 12, 

15] and for describing the essence of various optimization methods [4]. So far, GNs have been 

applied to model metaheuristic algorithms, such as ant colony optimization [5], cuckoo search 

algorithm [13], etc. 

 

The paper is organized as follows: background notes on COA are presented in Section 2. 

The developed GN-model of COA is discussed in Section 3. Concluding remarks and further 

work directions are given in Section 4. 

 

Coyote optimization algorithm 
The COA was introduced in [10]. It is a metaheuristic procedure loosely based on the behaviour 

of coyotes (Canis latrans) in nature. Notable differences are the lack of a second alpha coyote 

and the fixed number of coyotes in a pack.  

 

In what follows, a summary of COA is provided. The population is divided into Np packs each 

consisting of Nc < 15 coyote individuals. Each individual is a possible decision variable  

(i.e., has the same size as the search space D).  

 

Each coyote is initialized as  

 

 0p ,

c , j j j j jsoc LB r UB LB   , (1) 

 

where j runs in {1, 2, …, D}, LB is the lower bound and UB the upper bound for the j-th 

component of the decision variable and rj is a random number uniformly distributed in [0, 1].  

The adaptation of each coyote can be calculated next as: 

 

 0 0p , p ,

c cfit f soc ,  (2) 

 

where f is the objective function of the problem being solved.  

 

Until a stopping criterion is reached, sequentially do the following. 

 For each pack: 

1) Find the alpha-coyote (best solution)  p ,t

c cmin f soc .  

2) Find the social tendency of the pack cult (the median value of the solutions of the 

pack). 
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3) For each coyote update the possible new candidate’s social value (while still 

retaining the old) as: 

1 1 2 2_ p ,t p ,t

c cnew soc soc r r    ,  (4) 

 

where r1 and r2 are weights of influence of the alpha coyote and the pack, 

respectively.  

 

They are initialized as random numbers in the unit interval.  

 

1 = alpha – soc (random coyote from the pack) [10]; 

2 = cult – soc (random coyote) [10]. 

 

Calculate, 

 

 _ _new fit f new soc  (5) 

 

 
 

_

othe

, if _

wi e
1

, r s

new soc new fit fit
soc t

soc t


  


 (6) 

 Birth and death within a pack. 

 When a new pup is born, its soc is calculated based on its parents. 

 If there is a single coyote in the pack with worse adaptation, it dies and the pup 

lives. 

 If there is more than one with a worse adaptation, the oldest dies and the pup 

lives. 

 Else the pup dies. 

 Migration between packs.  

There is a probability that a coyote is evicted from a pack  

 

 20 005e cP . N   (7) 

 

and if this happens, it exchanges places with a random coyote from another pack.  

 The age of the coyotes is updated. 

 

GN-model of the COA 
The Universal GN-model proposed in [13] is used to describe the COA. The GN-model, shown 

in Fig. 1, could be applied for describing the above-presented metaheuristic algorithm only by 

altering the characteristic functions of the tokens. 

 

Initially, the -token is in place l1. The token’s characteristic is  
 

“Metaheuristic algorithm parameters (e.g., number of packs, number of coyotes, probability 

of leaving a pack, stopping criteria – a maximum number of objective function evaluations) 

and problem parameters  

(e.g., objective function, upper and lower bounds, problem dimension)”. 
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Initially, the token ξ is in place l13. The purpose of this token throughout the whole functioning 

of the GN-model is to collect information such as  
 

“Best individuals, corresponding objective function value, computational time  

and count of the objective function evaluations for each algorithm iteration”. 

 

 

Fig. 1 Generalized net model of COA  

(based on the Universal GN-model, proposed in [13]) 

 
The GN-transition Z1, responsible for generating the initial population, has the form: 

 

Z1 = {l1}, {l2, l3}, r1, l1, 

 

r1 = 
 l2 l3 

. 
l1 True True 

 

The token  splits into a - and a τ-token. Further, in place l2, the -token obtains as a 

characteristic  
 

“Initial population” 
 

(using Eq. (1)).  

 

In place l3, the new token τ obtains the characteristic  
 

“Parameters of metaheuristic algorithm and parameters of the problem”. 

 

The GN-transition Z2, where the modification of the current generation takes place, has the 

form: 

 

Z2 = {l2, l3, l4, l10, l11}, {l4, l5, l6}, r2, ((l2, l3), l4, (l10, l11)), 
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r2 = 
 l4 l5 l6 

l2 True False False 

 l3 True False True 

 l4 False True False 

 l10 True False False 

 l11 True False True 

 

In place l4, the tokens τ and  unite into a new token, υ, with a characteristic  
 

“Generated modified population”. 

 

During the functioning of this transition, based on COA metaheuristics, the initial population 

undergoes modifications aiming to produce better individuals. Here, the coyotes’ adaptation is 

evaluated (Eq. (2)). Iteratively, the coyotes that belong to each pack are selected, alphas are 

detected according to the costs, the social tendency of the pack is computed, the social condition 

according to the alpha and the pack tendency is updated (Eq. (4)). 

 

The new characteristic of the υ-token, in place l5, is  
 

“New population”. 

 

The τ-token, which comes from place l3 or place l11, obtains the characteristics 
 

“Metaheuristic algorithm parameters, problem parameters, current computational time,  

and the current count of the objective function evaluations”. 

 

The third transition is responsible for ranking the solutions based on their performance and a 

predefined objective function, and consequently for determining the worst solutions. The GN-

transition Z3 has the form: 

 

Z3 = {l5, l6}, {l7, l8, l9}, r3, (l5, l6), 

 

r3 = 
 l7 l8 l9  

l5 True False True  

 l6 True True True  

 

The token υ splits into a - and a β-token. The characteristic of the -token (in place l7) is  

“Rated individuals and their values of the objective function”. 

 

The new social condition is evaluated (Eq. (5)), and based on Eq. (6) an adaptation is performed; 

a coyote can leave a pack and enter another pack (Eq. (7)).  

 

The characteristic of the β-token (in place l9) is  
 

“Worst individuals”, 

 

the coyote with the worse adaptation in the pack dies.  

 

When the token τ transfers from place l6 to place l8, only the count of the objective function 

evaluations and the computational time are updated in its characteristic.  
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Here, all individuals are ranked based on their performance and a predefined objective function.  

 

The fourth transition of the GN-model should determine if the end of the algorithm has been 

reached. Z4 has the form: 

 

Z4 = {l7, l8, l13}, {l10, l11, l12, l13}, r4, (l7, l8, l13), 

 

r4 = 
 l10 l11 l12 l13 

, 
l7 W1 F W2 False 

 l8 W1 True W2 False  

 l13 False False False True  

 

where  W1 = “The maximum number of the objective function evaluations has not been 

reached”; 

W2 =   W1.  

 

In place l10, the tokens  and τ merge into a ς-token with a characteristic: 
 

“Rated individuals in the population and values of the objective function  

for the current iteration” 

 

if the algorithm has not finished yet. Finally, at the end of the algorithm, the token in place l12 

obtains a new characteristic: 
 

“Best population, values of the objective function, total computational time  

and the count of the objective function evaluations”. 

 

When the token τ transfers from place l8 to place l11, again only the sum of the objective function 

evaluations and the computational time in its characteristics are updated.  

 

The best coyote (solution) with the corresponding value of the objective function,  

the computational time and the count of the objective function evaluations are added to the 

characteristic of the token ξ in place l13 at the end of each algorithm iteration. The information 

stored in the token ξ can be further considered a database.  

 

Conclusion 
In this paper, the generalized net theory is used to model the metaheuristics coyote optimization 

algorithm. The developed GN-model mimics the optimization processes based on the behaviour 

of Canis latrans species. The GN-model executes the COA conducting its basic steps and thus 

performing an optimal search.  

 

The GN-model of COA allows the possibility to store information during its operation  

as a database. The collected data could be used in a case of comparable optimization problems 

as a priori information when choosing the COA parameters and/or for an approximate 

prediction of the outcomes. The use of the collected information in the database could serve to 

enhance the algorithm’s performance. 

 

The COA’s GN-model considered here is another contribution to the open problem specified 

in [3], namely “to present each of the artificial intelligence areas by GNs”. The presented work 

is a verification of the feasibility of converting the Universal GN-model proposed in [13] into 

the COA’s GN model. The results serve to confirm the hypothesis that all concepts from 
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artificial intelligence can be described by one uniform mathematical formalism –  

the generalized net theory. 
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